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Figure 1. Example of video frame extrapolation. Top is the extrapolated result, middle is the zoomed local details and bottom is the

occlusion map computed with ground truth.

Abstract

Deep Convolutional Neural Networks (CNNs) are pow-

erful models that have achieved excellent performance on

difficult computer vision tasks. Although CNNS perform

well whenever large labeled training samples are available,

they work badly on video frame synthesis due to objects de-

forming and moving, scene lighting changes, and cameras

moving in video sequence. In this paper, we present a novel

and general end-to-end architecture, called convolutional

Transformer or ConvTransformer, for video frame se-

quence learning and video frame synthesis. The core ingre-

dient of ConvTransformer is the proposed attention layer,

i.e., multi-head convolutional self-attention, that learns the

sequential dependence of video sequence. Our method Con-

vTransformer uses an encoder, built upon multi-head convo-

lutional self-attention layers, to map the input sequence to a

feature map sequence, and then another deep networks, in-

corporating multi-head convolutional self-attention layers,

decode the target synthesized frames from the feature maps

sequence. Experiments on video future frame extrapolation

task show ConvTransformer to be superior in quality while

being more parallelizable to recent approaches built upon

convoltuional LSTM (ConvLSTM). To the best of our knowl-

edge, this is the first time that ConvTransformer architecture

is proposed and applied to video frame synthesis.

1. Introduction

Video frame synthesis, aiming to synthesize spatially

and temporally coherent intermediated frames between two

consecutive reals frames or synthesize the future frames of

a frame sequence, is a classical and fundamental problem

in video processing and computer vision community. The

abrupt motion artifacts and temporal aliasing in video se-

quence can be compressed with the help of video frame

synthesis, and hence it can be applied to numerous appli-

cations ranging from motion deblurring [5] to video frame

rate up-sampling [7, 3], video editing [23, 37], novel view

synthesis [9] and autonomous vehicle [34].

The traditional video frame synthesis pipeline usually

involves two consecutive steps, i.e., optical flow estima-

tion and optical based frame interpolation or extrapolation

[32, 36]. Although these methods perform well when op-

tical flow is accurately estimated, they would generate mo-

tion blur and artifacts with inaccurate optical estimation.

Deep neural networks based approaches have been suc-

cessfully applied to numerous computer vision tasks, such

as classification [13], segmentation [24] and visual track-

ing [15], and promote the development of video frame in-
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terpolation and extrapolation. Niklaus et al. considered

frame interpolation as a local convolution over the two ori-

gin frames and used a convolutional neural network (CNN)

to learn a spatially-adaptive convolutional kernel for each

pixel [20, 21]. Although their methods achieves high-

quality results, these methods suffer from heavy computa-

tion and are also sensitive to motion. Recently, with the suc-

cess of applying deep neural networks to motion estimation,

deep warping models consisting of motions estimation sub-

network and motion compensation sub-network have been

proposed for video frame interpolation and gains significant

augmentation on performance [12, 2, 22, 1]. Unlike the

video frame interpolation task, video frame extrapolation

can be treated as a prediction problem, i.e., the future frame

is predicted by the previous video frame sequence. Liu et

al. exploits the voxel flow for predicting future frames and

achieves relatively high-quality results [17]. Lately, Vil-

legas et al. considered frame extrapolation as a sequence

prediction problem, and proposed a prediction networks

MCNet [30] which is built upon the convolutional Long-

Short-Term Memory (ConvLSTM) [25]. However, the re-

current model of ConvLSTM makes MCNet hard to train,

and meanwhile suffers from heavy computational burden

when the length of sequence is large.

Although the deep warping based interpolation models

obtain better results, these methods are mainly developed on

two consecutive frames for frame interpolation, while the

high-order motion information of video frame sequence is

ignored and not be well exploited. Besides, the ConvLSTM

based models not only suffer from heavy computation due

to the recurrent architecture, but also face the hard training

problem. Last but not least, the deep warping models cannot

be directly used for video frame extrapolation task without

any modification, and the ConvLSTM based extrapolation

algorithms will suffer from heavily performance degrada-

tion as compared with deep warping models because of the

later frames is unused.

In order to bridge this gap, we, in this work, propose

a general end-to-end video frame synthesis network, i.e.,

convolutional Transformer (ConvTransformer), which sim-

plifies the video frame synthesis as an encoder and de-

coder problem. Through the proposed multi-head convolu-

tional self-attention mechanism, ConvTransformer extracts

the high-order motion information existing in video se-

quence, and exploits it for synthesizing the target interpo-

lated frames. Unlike the recurrent operation of ConvLSTM

based approaches, ConvTransformer can be implemented in

parallel both in training and testing stage. Different from the

standard Transformer used in nature language processing

(NLP) community, the standard operation in ConvTrans-

former is 2D convolutional operation and the attention op-

eration is conducted on feature maps.

We evaluate ConvTransformer on several benchmarks,

i.e. UCF101 [26], Vimeo90K [35], Sintel [11], REDS [19],

HMDB [14] and Adobe240fps [28], against several com-

petitive interpolation and extrapolation baselines. Experi-

ments show that our ConvTransformer achieves comparable

results against state-of-the-art methods.

The main contributions of this paper are therefore as fol-

lows.

• A novel architecture named ConvTransformer is pro-

posed for video frame synthesis.

• A novel attention assigned multi-head convolutional

self-attention is proposed for modeling the long-range

spatial and temporal dependence on video frame se-

quence.

• The effectiveness and superiority of the proposed Con-

vTransformer have been comprehensively analyzed in

this paper.

2. Related Works

2.1. Video Frame Synthesis

Video frame synthesis is a longstanding low-level com-

puter vision problem, which is very challenging and inher-

ently ill-posed since the multi-modal distribution of natu-

ral images and videos. Numerous solutions, over the past

decades, have been proposed for this problem, and achieves

substantial improvement. Traditional methods usually ex-

ploit the optical flow of two consecutive frames or frame

sequence, and then synthesize the target frames guided by

the optical flow map. These methods, however, are sensitive

to the motion and brightness changing in videos.

Instead of relying on optical flow, several deep neu-

ral networks based algorithms were proposed. Specifi-

cally, Long et al. train a generic CNN to directly synthe-

size the middle frame [18], which sometimes introduces

motion blurriness. The deep voxel flow networks [17],

incorporating 3D optical flow across space and time, is

proposed to model the optical flow between two original

frames and then warp input frames based on a trilinear sam-

pling. Although the synthesized frames suffer from less

motion blurry with the help of flow, the flow estimation

is still challenging for large motion scenes and the inaccu-

rate estimated flow always result in distorted middle frames.

Niklaus et al. consider the frame interpolation as a local

convolution over the two origin frames and use a convolu-

tional neural networks (CNN) to learn a spatially-adaptive

convolutional kernel for each pixel [20, 21]. Although their

methods achieves high-quality results, these methods suffer

from heavy computation and are sensitive to motion.

Recently, with the success of applying deep neural net-

works for motion estimation, deep models consisting of

motion estimation sub-network and motion compensation
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Figure 2. The architecture of the proposed ConvTransformer GθG

sub-network have been proposed for video frame interpola-

tion [12, 2, 22, 1]. Although these methods obtain not only

good interpolation results but also promising unsupervised

flow estimation results, these warping based deep mod-

els are mainly developed based on two consecutive frames

for frame interpolation, while the higher-order motion in-

formation of video frame sequence is ignored and not be

well exploited. Unlike the warping based methods used

in frame interpolation, Vilegas et al. modeled the video

frame extrapolation problem as a recurrent frames predic-

tion task and proposed a ConvLSTM based method MC-

Net for extrapolation. However, MCNet is hard to establish

efficient relation of two frames with large distance, and it

suffer from high complexity in computation due to the re-

current model. Besides, these extrapolation methods per-

forms bad as compared with that optical based interpolation

methods[12, 2, 22, 1]. In contrast, we propose a novel and

general architecture ConvTransformer to model the video

frame synthesis task, including extrapolation and interpo-

lation, as a sequence prediction problem. we propose a

multi-heal convolutional self-attention mechanism to model

the long-term dependence between two frames, and the dis-

tance of each paired frames are 1. Given a n-gram sequence,

the synthesized middle frames not only relate to the adja-

cent two frames as implemented in optical based methods,

but also have a long-term dependence on further and later

video frames.

2.2. Transformer Network

Transformer [29] is a novel architecture for learning

long-range sequential dependency, which abandons the tra-

ditional building style of directly using RNN or LSTM ar-

chitecture. It has been successfully applied to numerous

natural language processing (NLP) tasks, such as machine

translation and speech recognition. Based on Transformer, a

series of modifications have been proposed and extensively

investigated. Specifically, Zihang Dai et al. concentrate

on removing the encoding length limitation of Transformer.

They exploit the self-attention layer used in last segment

to build the connection between segments [8]. Also, Rela-

tive Positional Encodings are included to suit their network.

Considering the large computation of transformer, Wu et al.

reduce the channel number of Transformer. They think that

traditional attention has many redundant data, and they in-

troduce Long-Short Range Attention (LARA) to lower the

memory cost [33]. Also focusing on the computation cost,

Iz Beltagy et al. point out that as the input length increase,

the number of parameters computed in self-attention layer

grows quadratically [4]. They introduce sparse attention us-

ing different sliding windows, all of which are linear to in-

put length.

Recently, Nicolas et al. expand the basic Transformer

architecture to the field of object detection and propose the

DETR algorithm [6], which achieves competitive result on

COCO dataset as compared with Faster RCNN. Through

collapsing the spatial dimensions (two dimension) into one

dimension, DETR reasons about the relations of pixels and

the global image context. Although DETR has success-

fully applied Transformer for computer vision task object

detection, it is hard use the basic Transformer to model the

long term dependence among the two dimensional video

frames, which not only temporally related, but also spatially

related. In order to overcome this issue, a convolutional

Transformer (ConvTransformer) is proposed in this work,

and has been successfully applied to video frame synthesis.

The experiment results show that the simplified architecture

ConvTransformer achieves competitive results as compared

to state-of-the-art well-designed networks, such as MCNet,

DAIN and BMBC. To the best of our knowledge, it is the

first time that ConvTransformer architecture is proposed.

3. Convolutional Transformer Architecture

The overall ConvTransformer networks GθG , as illus-

trated in Figure 2, are five main components, that is, feature

embedding module FθF , positional encoding module PθP ,

encoder module EθE , query decoder module DθD , and syn-
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Figure 3. Visual Comparisons of ConvTransformer with other state-of-the-art video frame interpolation methods: DVF [17], SepConv [21],

DAIN [1], CyclicGen [16] and BMBC [22]

thesis feed-forward networks SθS . In this section, we first

provide an overview of video frame synthesis pipeline re-

alised by ConvTransformer architecture, and then make an

illustrated introduction of the proposed ConvTransformer.

Finally, the implementation details and training loss is in-

troduced.

3.1. Algorithm Review

Given a video frame sequence X̃= {X̃0,X̃1, · · · ,X̃n} ∈
R

H×W×C , where n is the length of sequence and H , W
and C denote height, width, and number of channels, re-

spectively, our goal is to synthesize intermediate frames

X̂ = {X̂i+t0 , X̂i+t1 , · · ·, X̂i+tk} at time tk ∈ [0, 1], or ex-

trapolate future frames X̂ = {X̂n+t0 , X̂n+t1 , · · ·, X̂n+tk} at

time t′m ∈ N. The future frame forecasting problem can be

viewed as:

X̂n+t0 , · · ·, X̂n+tk = argmax
Xn+t0

,···,Xn+tk

p(Xt+1, · · ·,Xt+K |X̃ )

(1)

Firstly, the Feature Embedding module embeds the in-

put video frames, and then generates representative feature

maps. Subsequently, the extracted feature maps of each

frame are added with the positional map, which are used for

positional identity. Next, the positioned frame feature maps

are passed as inputs to the Encoder to exploit the long-

range sequential dependence among each frame in video se-

quence. After getting the encoded high-level feature maps,

the high-level feature maps and positioned frame queries

are simultaneously passed into the Decoder, and then the

sequential dependence between the query frames and input

sequential video frames are decoded. Finally, the decoded

feature maps are fed into the Synthesis Feed-Forward Net-

works (SFFN) to generate the final middle interpolated

frames or extrapolated frames.

3.2. Feature Embedding FθF

In order to extract a compact feature representation for

subsequent effective learning, a representative feature is

computed by a 4-layer convolution with Leaky ReLu ac-

tivation function and hidden dimension dmodel. Given a

video frame Xi ∈ R
H×W×3, the embedded feature maps

Hi ∈ R
H×W×dmodel can be presented with the following

equation:

Ji = FθF (Xi), i ∈ [1, n] (2)

It is worth mentioning that all input video frames not

only share the same embedding net architecture FθF , but

also the parameters θF .

3.3. Positional Encoding PθP

Since our model contains no recurrence across the video

frame sequence, in order for the model to utilize the order of

the video frame sequence, some information about relative

or absolute position of the video frames must be injected

in the frames’ feature map. To this end, ”positional encod-

ings” are added at each layer in encoder and decoder. It is

noted that the positional encodings in ConvTransformer is

a 3D tensor which is different from that in original Trans-

former architecture build for vector sequence. The posi-

tional encodings have the same dimension as the frame fea-

ture maps, so that the two can be summed. In this work, we

use sine and cosine functions of different frequencies:

Pos Map(p,(i,j,2k)) = sin(n/100002k/dmodel) (3)

Pos Map(p,(i,j,2k+1)) = cos(n/100002k/dmodel) (4)

where p is the position token, (i, j) represent the spatial lo-

cation of features and the channel dimension is represented

as 2k. That is, each dimension of the positional encoding

corresponds to a sinusoid. The wavelengths form a geo-

metric progression from 2π to 10000 ∗ 2π. We choose this

function because it would allow the model to easily learn

to attend by relative positions since for any fixed offset m,

Pos Map(p+m) can be represented as a linear function of

Pos Map(p).
Given an embedded feature maps Ji, the positioned em-

bedding can be viewed as the following equation:

Zi = Ji ⊕ Pos Map(i), i ∈ [1, n] (5)

where the ⊕ operation represents element-wise tensor addi-

tion.
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Figure 4. (left) Convolutional Self-Attention. (right) Multi-Head Attention in parallel.

3.4. Encoder EθE and Decoder DθD

Encoder: As shown in Figure 2, the encoder is modeled

as a stack of N identical layers consisting of two sub-layers,

i.e., multi-head convolutional self-attention layer and a sim-

ple 2D convolutional feed-forward networks. The residual

connection is adopted around each of the two sub-layers.

To facilitate these residual connections, all sub-layers in the

model, as well as the embedding layers, produce outputs

of the same dimensional dmodel = 32. Given a positioned

feature sequence Z= {Z0,Z1, · · · ,Zi, · · · ,Zn−1,Zn} ∈
R

H×W×d, the identified feature sequence Ẑ= {Ẑ0,Ẑ1, · · ·
,Zn} ∈ R

H×W×d can be learned, and the encoding opera-

tion can be represented as:

Ẑ = EθE (Z) (6)

Decoder: The decoder is also composed of a stack of N
identical layers, which consists of three sub-layers. In addi-

tion to the same two sub-layers as implemented in Encoder,

an additional layer called query self-attention is inserted

to perform the convolutional self-attention over the output

frame queries. Given a query sequence Q= {Q0,Q1, · · ·
,Qn} ∈ R

H×W×d, the decoding process can be conducted

as:

Q̂ = DθD (Ẑ,Q) (7)

It is should be emphasized that the encoding and decod-

ing process are all conducted in parallel.

3.5. MultiHead Convolutional SelfAttention

We call our particular attention ”Convolutional Self-

Attention”( as shown in Figure 4), which is computed

upon feature maps. The convolutional self-attention can

be described as mapping a query map and a set of key-

value map pairs to an output, where the query map, key

maps, value maps, and output are all 3D tensors. Given

an input sequential feature maps U= {U0,U1, · · · ,Un} ∈
R

H×W×dmodel , we apply convolutional sub-networks to

generate the query map and paired key-value map of

each frame, i.e., U ′= {{Q0,K0,V0},{Q1,K1,V1}, · · ·
,{Qn,Kn,Vn}} ∈ R

H×W×3.

Given a set of {Qi,Ki,Vi} of frame Ui, the attention

map H(i,j) ∈ R
H×W×1 of frame Ui and Uj can be gener-

ated by applying a compatibility sub-networks MθM to the

query map Qi with the corresponding key map Kj , which

can be represented as following equation:

H(i,j) = MθM (Qi,Kj) (8)

After getting all the corresponding attention map H(i) =
{H(i,1),H(i,2), · · ·,H(i,n)} ∈ R

H×W×1, we make a con-

catenation operation of H(i) in the third dimensional, and

then a SoftMax operation is applied to H(i) ∈ R
H×W×n

along the dimension d = 3.

H(i) = SoftMax(H(i))d, d = 3 (9)

Finally, the output V̂i can be obtained with summation

of the element wise production with attention map H(i,j)

with the corresponding value map Vj . This operation can

be represented as:

V(i) =

n
∑

j=1

H(i,j)Vj (10)

In order to jointly attend to information from differen

representation subspace at different feature space, a multi-

head attention is adopted. The process can be view as:

MultiHead(V̂i) = Concat(V̂i1 , · · ·, V̂ih) (11)

In this work, we employ h = 4 parallel attention layers.

5



Table 1. Video frame extrapolation: Quantitative evaluation of ConvTransformer with state-of-the-art methods. Red text indicates the best,

and blue text indicates the second best performance.

Model
Next frame Next 3 frames

UCF101 [27] Adobe240fps [28] Vimeo [35] UCF101 [27] Adobe240fps [28] Vimeo [35]

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

DVF [17] 29.1493 0.9181 28.7414 0.9254 27.8021 0.9073 26.1174 0.8779 25.8625 0.8598 24.5277 0.8432

MCNet [30] 27.6080 0.8504 28.2096 0.8796 28.6178 0.8726 25.0179 0.7766 24.9485 0.7721 25.4455 0.7671

Ours 29.2814 0.9205 30.4233 0.9457 30.5161 0.9406 26.5762 0.8801 31.5234 0.9484 25.3802 0.8631

3.6. Synthesis FeedForward Network SθS

In order to synthesize the final photo realistic video

frames, we construct a frame synthesis feed-forward net-

work, which consists of 2 cascaded sub-networks built upon

a U-Net-like structure. The frames states Q′ decoded from

previous decoder are fed into SFFN in parallel. This process

can be represented as:

X̂i = SθS (Q
′
i), i ∈ [1, n] (12)

3.7. Training Loss LGθG

In this work, we choose the most widely used content

loss, i.e., pixel-wise MSE loss, to guide the optimizing pro-

cess of ConvTransformer. The MSE loss is calculated as:

The definition of training loss LGθG
is critical for the

performance of ConTransformer. A most widely used pixel-

wise MSE loss

LGθG
=

1

N

N
∑

i=1

∥

∥

∥
X̂i − Yi

∥

∥

∥

2
(13)

Here, N is the number of samples, X̂i and the Yi is the

corresponding groundtruth.

4. Experiments and Analysis

In this section, we firstly introduce the training dataset

and parameters setting for training process, and then evalu-

ate the proposed algorithm ConvTransformer by comparing

with several the-state-of-the-art methods. Finally, several

ablation studies are conducted to validate the advantages

and effectiveness of each part within ConvTransformer.

4.1. Datasets

To create the trainset of video frame sequence, we lever-

age the frame sequence from the Vimeo90K datasets [35],

which is a newly built high-quality dataset for video frame

synthesis. On the other hand, we also exploit several other

widely used benchmarks, including UCF101 [27], Sintel

[11], REDS [19], HMDB [14] and Adobe240fps [28], for

testing.

4.2. Training Details and Parameters Setting

Our ConvTransformer is implemented in Pytorch plat-

form and trained on Nvidia RTX 3090 GPU. In order to

guarantee the convergence of ConvTransformer, the Adam

optimizer is adopted for training, in which, the initial learn-

ing rate is set to 10−4 and is reduced with exponential de-

cay, in which, the decay rate is 0.95 while the decaying

quantity is 20000. The whole training proceeds for 6× 105

iteration. Besides, the length of input sequence is 6.

4.3. Comparisons with Stateofthearts

We compare our finally trained ConvTransformer on sev-

eral public benchmarks with state-of-the-art video frame

interpolation and video frame extrapolation algorithms in-

cluding DVF [17], MCNet [30], SepConv [21], CyclicGen

[16], DAIN [1] and BMBC [22]. For a fair comparison,

we implemented and retrained these methods with the same

trainset for training ConvTransformer. We evaluate the ex-

trapolation results and interpolation with two widely used

image quality metrics: peak signal to noise ratio (PSNR)

[10] and structural similarity (SSIM) [31]. Table 1 and

Table 2 illustrate the quantitative comparison in terms of

PSNR and SSIM of video frame extrapolation and inter-

polation, respectively. Besides, the visual comparison of

synthesized images with zoomed details are represented in

Figure 1 and Figure 3.

In Table 1, we represent the quantitative comparisons in

terms of extrapolation task. The quantitative result com-

puted on several benchmarks indicates that the proposed

ConvTransformer perofrms favorably against previous de-

veloped methods. Specifically, compared to the method

MCNet, our ConvTransformer achieves 1.9 dB advantage in

terms of PSNR on Adobe240fps dataset on Vimeo dataset

for Next frame extrapolation. Besides, the results represent

that the advantage of ConvTransformer becomes larger in

multiple future frames prediction task. For example, Con-

vTransformer gains a advantage of 5.66 dB in PSNR over

the method while it is 1.68 dB in next frame extrapolation

on the same benchmark Adobe240fps.

As observed from zoon-in regions in Figure 1, previous

methods DVF and MENet produce smoother extrapolation

frames, in which, local high-frequency information are sup-

pressed. On the contrary, the proposed ConvTransformer

could synthesize more photo realistic frame. Besides,

the occlusion maps indicates that ConvTransformer suffers

from less occlusion as compared with previous methods.

The quantitative and qualitative results proves that the
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Table 2. Video frame interpolation: Quantitative evaluation of ConvTransformer with state-of-the-art methods. Red text indicates the best,

and blue text indicates the second best performance.

Model
Sintel [11] UCF101 [27] Adobe240fps [28] HMDB [14] Vimeo [35] REDS [19]

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

DVF [17] 30.71 0.9303 32.31 0.9454 33.24 0.9613 33.59 0.9469 30.99 0.9379 20.44 0.6460

SepConv-Lf [21] 31.68 0.9470 32.51 0.9473 36.36 0.9844 33.90 0.9483 33.49 0.9663 21.32 0.6965

DAIN [1] 31.37 0.9452 32.72 0.9506 36.15 0.9837 33.89 0.9487 33.95 0.9701 21.85 0.7203

CyclicGen [16] 31.54 0.9104 33.03 0.9303 35.60 0.9691 34.16 0.9242 33.04 0.9319 21.29 0.5686

CyclicGen-large [16] 31.19 0.9004 32.43 0.9239 34.89 0.9626 33.75 0.9208 32.04 0.9163 20.92 0.5465

BMBC [22] 27.01 0.9223 27.92 0.9412 28.58 0.9569 28.42 0.9384 30.61 0.9629 21.21 0.7056

Ours 31.44 0.9469 32.48 0.9504 36.42 0.9844 33.37 0.9492 34.03 0.9637 21.68 0.6959

Figure 5. The convergence comparison with ConvTransformer and its

degradation variants.

Figure 6. The convergence comparison with ConvTransformer under

different head numbers

proposed multi-head convolutional self-attention mecha-

nism can efficiently model the long-range sequential depen-

dence in video frames.

Table 2 and Figure 3 represent the comparison between

ConvTransformer and state-of-the-art video frame interpo-

lation methods, i.e. DVF, SepConv, CyclicGen, DAIN and

BMBC. The quantitative results in terms of criterion PSNR

and SSIM represent that ConvTransformer achieves compa-

rable results against state-of-the-art method DAIN.

The video frame interpolation results prove the better

generalization of ConvTransformer, which not only works

well on video frame extrapolation, but also suitable for

video frame interpolation, as compared with previous re-

current based methods. On the contrary, the state-of-the-art

warping based interpolations methods can not be directly

used for video frame extrapolation because of the demand

of latter frame used for estimating optical flow maps is not

provided in video frame extrapolation task.

4.4. Ablation Study

In order to evaluate and justify the efficiency and supe-

riority of each part in the proposed ConvTransformer archi-

tecture, several ablation experiments have been conducted

in this work. Specifically, we gradually modify the baseline

ConvTransformer model and compare their differences.

4.4.1 Investigation of Positional Encoding and Resid-

ual Connection

In order to evaluate and justify whether the positional en-

coding for input sequence is useful, a positional free degra-

dation variant called ConvTransformer-d1 is implemented

Table 3. Comparative results achieved with the ablation of Resi-

daul Connection and Positional Encoding.

Model Residual Connection Positional Encoding PSNR SSIM

ConvTransformer ! ! 34.2412 0.9736

ConvTransformer-d1 ! # 33.7616 0.9705

ConvTransformer-d2 # ! 32.9461 0.9663

Table 4. Comparative results achieved by ConvTransformer with

different head numbers
Model ConvTransoformer-H-1 ConvTransoformer-H-2 ConvTransoformer-H-3 ConvTransoformer-H-4

PSNR 33.0054 33.7861 34.0274 34.2438

SSIM 0.9641 0.9695 0.9714 0.9731

Table 5. Quantitative evaluation of ConvTransformer with varia-

tion number of layers in Encoder and Decoder
Model ConvTransoformer-L-1 ConvTransoformer-L-2 ConvTransoformer-L-3 ConvTransoformer-L-5

PSNR 34.2438 34.4623 34.4989 34.6031

SSIM 0.9731 0.9741 0.9744 0.9754

and trained as the same implementation with ConvTrans-

former. Besides, a degradation variant ConvTrnasformer-d2

removing the residual connection architecture is also modi-

fied and gets a full training as ConvTransformer.

The quantitative results depicted in Table 3, convergence

cures shown in Figure 5 and vision results shown in Figure

7 indicates that the positional encoding and residual con-

nection is indispensable for ConvTransformer to synthesize

naturally high perceptual frames.

4.4.2 Investigation of Multi-Head Numbers Setting

The Multi-Head architecture is adopted for incorporating

more information. In order to justify its efficiency of multi-

head, a multi-head variation experiments is implemented in

this work. The quantitative results represented in Table 4
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35.8202/0.9526 37.5472/0.9642 38.1178/0.9689 PSNR/SSIM

ConvTransformer-d1 ConvTransformer-d2 Ground truthConvTransformer

Figure 7. Visual results of ConvTransformer, positional encod-

ing ablated ConvTransformer and ConvTransformer discarding the

residual connection.

34.2548/0.9629 36.0330/0.9745 37.0524/0.9792 PSNR/SSIM

1 head 2 head 3 head

37.7449/0.9821

4 head Ground truth

Figure 8. Visual results of ConvTransformer variants with different

head numbers.

Figure 9. The convergence comparison with ConvTransformer un-

der variant layer numbers.

and qualitative results shown in Figure 8 demonstrate that

multi-head architecture is helpful for increasing the repre-

sentation ability of ConvTransformer.

4.4.3 Investigation of Layer Numbers Setting

The encoder and decoder is built on a sequence layers. It is

essential to evaluate the influence of layer numbers setting.

Table 5 shows that ConvTransformer performs better with

more layers stacked. the core part of ConvTransformer is

encoder and decoder, which is build upon stacked layers. It

is essential to investigate the influence of layer numbers on

the performance of ConvTransformer

4.5. LongTerm Frame Sequence Dependence Anal
ysis

In order to verify whether the proposed multi-head con-

volutional self-attention could efficiently exploit the long-

range sequential dependence within a video frame se-

quence, we visualize the attention map of decoder query

Qi on input sequence X on decoder layer 1. As shown in

Figure 10, the correspondent attention map H(i, j) normal-

ized in range [0,1] represents the exploiting of input frame

Xj for synthesizing the target frame Q̂i. It should be em-

Head_0

Head_1

Head_2

Head_3

Head_0

Head_1

Head_2

Head_3

00 11 22 33 44 55

Figure 10. The attention map Hi of decoding query Qi on input

sequence X .

phasized that the pixel value closing to 1 is drew with color

blue, while the color yellow means the pixel value close to

0.

As shown in Figure 10, we can find that the Head-1, pre-

dominated by yellow, mainly focus the high-frequency de-

tails, while Head-3,looked like a blur map, mainly respon-

sible for extracting the low-pass information. Through the

vertical comparison with different head, we can draw a con-

clusion that different head in multi-head convolution self-

attention response for modeling different relations, such as

background information, foreground information and high-

frequent details.

Through the horizontal observing in Head-1, we can find

that different position frames contributes differently infor-

mation for synthesizing target frame. Specifically, frames

X2 and X3 supply the high-frequent information, while

frames X1 and X4 provide the background information.

The analysis above and attention maps shown in Figure

10 demonstrate that the proposed multi-head convolutional

self-attention can efficiently model the long-term depen-

dence in video frames, and then help the proposed network

ConvTransformer synthesize photo-realistic frames that is

spatially and temporally related with video frames.

5. Conclusion

In this work, we propose a novel video frame synthesis

architecture ConvTransformer, which not only works well

on video frame extrapolation, but also interpolates photo-

realistic middle frames. We propose a multi-head convolu-

tional self-attention layer to model the long-range spatially

and temporally relation of frames in video sequence. The

proposed method ConvTransformer is concise, compact and

efficient. Extensive quantitative and qualitative evaluations

indicate that the proposed solution ConvTransformer per-

forms favorably against existing frame extrapolation and in-

terpolation methods. The successfully implementation of

ConvTransformer sheds light for applying it for other video

tasks that need to exploit the long-term sequential depen-

dence in video.
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